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A B  S  T  R  A  C  T  
 

In this study, we propose an explainable artificial intelligence framework for 

banking compliance that integrates traditional machine learning models with large 

language models to support Anti-Money Laundering and Know Your Customer 

decision-making. The proposed approach emphasizes regulatory transparency, 

auditability, and human-centered interpretability while maintaining strong 

predictive performance. Using an open-source financial dataset from the UCI 

Machine Learning Repository, we demonstrate how explainable modeling and 

natural language reasoning can enhance compliance decision support systems. This 

research aligns with U.S. national interests by improving financial system integrity, 

reducing compliance costs, and strengthening risk monitoring capabilities in 

regulated institutions. 
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INTRODUCTION  

 

The rapid digitalization of banking operations and the 
exponential growth of financial transactions have 
significantly increased the complexity of regulatory 
compliance in the global financial system. Anti-Money 
Laundering and Know Your Customer regulations 
require financial institutions to continuously monitor 
customer behavior, transaction patterns, and risk 
indicators in near real time. Traditional rule-based 
compliance systems are no longer sufficient to address 
the scale, velocity, and sophistication of modern 
financial crimes, leading institutions to adopt data-
driven and artificial intelligence-based solutions. 

Despite their operational advantages, many AI-driven 
compliance systems suffer from a lack of transparency, 
which poses substantial challenges for regulatory 
approval, auditability, and legal accountability. 
Regulators increasingly demand not only accurate risk 
predictions but also clear explanations that justify why 
a customer or transaction is flagged as suspicious. This 
requirement has elevated explainable artificial 
intelligence from a desirable feature to a regulatory 
necessity in banking compliance. 

In parallel, real-time data streams generated from 
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transactional systems, customer interaction platforms, 
and digital payment networks have introduced new 
opportunities for proactive compliance monitoring. 
Real-time analytics enable earlier detection of 
anomalous behavior, faster intervention, and reduced 
financial and reputational risk. However, integrating 
real-time data with explainable decision-making 
remains an open research challenge. 

In this study, we propose an expanded explainable AI 
framework for banking compliance that incorporates 
both historical open-source data and simulated real-
time transaction streams. By integrating machine 
learning models with large language models, the 
framework supports continuous AML and KYC decision-
making while generating regulator-aligned explanations 
in near real time. Prior research has explored the use of 
AI for automating compliance documentation and 
interpreting regulatory guidelines; however, limited 
work has investigated the integration of structured risk 
models with large language models to generate 
regulator-aligned explanations for AML and KYC 
decisions. This study addresses this gap by presenting 
an integrated framework that aligns predictive accuracy 
with regulatory transparency. 

Literature Review 

The increasing complexity of financial crimes and 
regulatory obligations has driven extensive research 
into the application of artificial intelligence for Anti-
Money Laundering and Know Your Customer 
compliance. Early compliance systems were 
predominantly rule-based, relying on predefined 
thresholds and expert-crafted heuristics. While effective 
for simple scenarios, such systems lack scalability and 
adaptability, leading to high false-positive rates and 
significant operational costs. As financial transactions 
became more voluminous and heterogeneous, 
researchers began exploring machine learning 
techniques to enhance risk detection and automate 
compliance decision-making. 

Supervised learning models such as logistic regression, 
decision trees, and support vector machines have been 
widely adopted for financial risk classification tasks. 
Logistic regression remains a common baseline due to 
its interpretability and regulatory familiarity; however, 
its linear assumptions limit its ability to capture 
complex behavioral patterns. Ensemble models, 
including random forests and gradient boosting 
machines, have demonstrated superior performance in 
detecting fraudulent or anomalous financial behavior by 
modeling nonlinear relationships and feature 
interactions. Empirical studies consistently report 
higher recall and robustness for ensemble-based 

methods in AML-related tasks, particularly in 
imbalanced datasets where high-risk cases are rare but 
critical. 

Despite their predictive strength, complex machine 
learning models introduce transparency challenges that 
conflict with regulatory requirements. This limitation 
has motivated significant research into explainable 
artificial intelligence. Post-hoc explanation techniques, 
such as Local Interpretable Model-Agnostic 
Explanations and SHapley Additive exPlanations, have 
emerged as dominant approaches for interpreting 
black-box models. SHAP, grounded in cooperative game 
theory, provides both global and local explanations and 
has been widely adopted in financial risk modeling due 
to its theoretical consistency and alignment with 
regulatory audit processes. Studies in credit scoring and 
fraud detection have shown that SHAP-based 
explanations can effectively bridge the gap between 
model complexity and regulatory transparency. 

More recently, researchers have begun exploring the 
integration of natural language processing and large 
language models within financial compliance 
workflows. Large language models have demonstrated 
strong capabilities in text summarization, reasoning, 
and contextual explanation, making them suitable for 
interpreting structured model outputs and generating 
human-readable narratives. Initial studies have 
examined the use of language models for regulatory 
document analysis, policy interpretation, and 
compliance reporting automation. However, these 
applications primarily focus on unstructured text rather 
than decision-level explainability. 

Only a limited body of research has investigated the 
combined use of structured predictive models and large 
language models for explainable compliance decision 
support. Existing studies often treat explainability and 
natural language generation as separate processes, 
lacking a unified framework that aligns quantitative 
feature attributions with regulator-oriented 
explanations. Furthermore, real-time compliance 
monitoring remains underexplored, with most prior 
work relying on static historical datasets that fail to 
capture behavioral drift and evolving risk patterns. 

This study extends the existing literature by presenting 
an integrated explainable AI framework that combines 
ensemble machine learning models, SHAP-based feature 
attribution, and large language model-driven narrative 
explanations. Unlike prior approaches, the proposed 
framework supports both historical and simulated real-
time data streams, enabling continuous AML and KYC 
decision support. By aligning predictive accuracy with 
interpretability and temporal responsiveness, this 
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research contributes a scalable and regulator-ready 
solution to the growing demands of modern banking 
compliance. 

Methodology 

Data Collection and Dataset Description 

In this research, we utilized the Bank Marketing Dataset 
obtained from the UCI Machine Learning Repository as 
an open-source proxy for compliance-related customer 
decision data. The dataset consists of 45,211 customer 
records with 17 attributes capturing demographic 
information, financial characteristics, and interaction 
histories. Although originally designed for marketing 
outcome prediction, the dataset closely resembles real-
world AML and KYC profiling scenarios, where 

customer behavior and background information inform 
approval or rejection decisions. 

The target variable indicates whether a client 
subscribed to a term deposit, which we treated as a 
proxy for a binary compliance decision. This abstraction 
enables the modeling of risk-based customer 
classification while preserving ethical data usage and 
reproducibility. 

Data Preprocessing 

We conducted exploratory data analysis to identify 
inconsistencies, missing values, and outliers prior to 
model training. To provide transparency regarding the 
data preparation process, we summarize the dataset 
characteristics used during preprocessing in Table 1. 

Table 1: Dataset Description and Preprocessing Summary 

Feature 
Name 

Feature 
Type 

Description Preprocessing Applied 

age Numerical Client age Standardization 

job Categorical Type of occupation Label normalization and 
encoding 

marital Categorical Marital status Mode imputation and encoding 

education Categorical Education level Mode imputation and encoding 

default Categorical Credit default history Binary encoding 

balance Numerical Average yearly balance Outlier treatment and scaling 

housing Categorical Housing loan status Binary encoding 

loan Categorical Personal loan status Binary encoding 

contact Categorical Contact communication type Encoding 

day Numerical Last contact day Scaling 

month Categorical Last contact month Encoding 

duration Numerical Contact duration Log transformation 

campaign Numerical Number of contacts Scaling 

pdays Numerical Days since last contact Missing value handling 

previous Numerical Number of previous contacts Scaling 

poutcome Categorical Outcome of previous Encoding 
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campaign 

Numerical attributes were standardized using z-score 
normalization, while categorical attributes were 
transformed into machine-readable formats using 
encoding strategies that preserved semantic 
consistency. Missing values were imputed using median 
values for numerical features and modal values for 
categorical features. To address class imbalance, we 
applied resampling techniques that preserved minority-
class signals relevant to high-risk compliance scenarios. 

Feature Extraction and Engineering 

Feature extraction in this study was designed to capture 
compliance-relevant behavioral, demographic, and 
interaction-based signals that reflect real-world AML 
and KYC assessment criteria. We focused on identifying 
features that represent customer stability, financial 
behavior consistency, and engagement patterns 
commonly evaluated by compliance analysts during risk 
assessment. Behavioral attributes related to interaction 
frequency, contact duration, and response history were 
aggregated to reflect both habitual behavior and 
deviations from established norms. 

To address the dynamic nature of financial risk, we 
incorporated temporal feature extraction using sliding 
time windows. Within each window, statistical 
measures such as rolling means, variances, growth 
rates, and change-point indicators were computed to 
capture short-term anomalies and long-term behavioral 
trends. These temporal features enabled the detection 
of sudden increases in transaction intensity or irregular 
interaction patterns that may signal suspicious activity. 

Feature engineering further enhanced the 
representational power of the dataset by constructing 
composite indicators aligned with compliance 
reasoning. Engagement intensity scores were derived 
by combining interaction frequency and duration 
metrics, while financial stability proxies were generated 
using balance-related attributes and historical behavior 
consistency. Interaction terms between demographic 
variables and behavioral indicators were introduced to 
capture nonlinear relationships frequently observed in 
AML investigations. This enriched feature space 
improved both predictive performance and 
interpretability by aligning model inputs with human 
decision-making logic. 

Model Development 

The predictive component of the framework was 

developed using supervised learning models trained to 
estimate compliance-related outcomes. Let the feature 
vector for a customer be denoted as 𝑥 ∈ ℝ𝑛. The 
probability of a positive compliance outcome was 
modeled as: 

 

where 𝜎(⋅)is the logistic function, 𝑤represents 
learned weights, and 𝑏is the bias term? Gradient 
boosting models were additionally employed to 
capture nonlinear relationships. 

To enhance explainability, we computed SHAP values 
𝜙𝑖for each feature, representing its marginal 
contribution to the prediction. These values served as 
structured inputs to a large language model, which 
generated natural language explanations by 
conditioning on feature importance scores, customer 
profiles, and decision thresholds.  

Explainability and LLM Integration 

The large language model functioned as an interpretive 
layer, translating quantitative model outputs into 
regulator-aligned narratives. Given a set of SHAP values 
and predicted risk scores, the LLM produced 
explanations that articulated why a customer was 
classified as low or high risk, referencing specific 
attributes and behaviors. This approach enabled 
transparent, auditable decision support consistent with 
regulatory expectations. 

Model Evaluation 

Model evaluation was conducted using a rigorous and 
multi-dimensional framework to ensure predictive 
reliability, robustness, and regulatory suitability. 
Standard classification metrics, including accuracy, 
precision, recall, and F1-score, were employed to assess 
baseline performance. Particular emphasis was placed 
on recall, as false negatives represent critical failures in 
AML and KYC systems by allowing high-risk customers 
to remain undetected. 

To evaluate robustness under dynamic conditions, we 
assessed model performance across both historical 
datasets and simulated real-time streaming 
environments. Rolling-window evaluation was applied 
to measure stability over time and sensitivity to concept 
drift caused by evolving customer behavior. This 
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approach allowed for continuous monitoring of model 
degradation and ensured that performance remained 
consistent as new behavioral data was introduced. 

Explainability was evaluated through both global and 
local interpretability analyses. Global SHAP value 
aggregation was used to identify dominant risk drivers 
across the customer population, providing insights into 
systemic compliance risks. Local SHAP explanations 
were generated for individual predictions to support 
case-level audits and regulatory inquiries. These 
quantitative explanations were compared with large 
language model-generated narratives to ensure 
consistency, factual grounding, and alignment with 

compliance terminology. The evaluation confirmed that 
the system produces transparent, traceable, and 
regulator-ready explanations suitable for operational 
deployment. 

Results and Discussion 

The proposed framework was evaluated using both 
historical data from the UCI Bank Marketing Dataset and 
simulated real-time transaction streams derived from 
temporal feature augmentation. This hybrid evaluation 
strategy enabled assessment of model performance 
under static and dynamic compliance scenarios. 

 

Table 2: Comparative Model Performance on Historical Data 

Model Accuracy Precisio
n 

Recall F1-Score 

Logistic Regression 0.89 0.84 0.78 0.81 

Random Forest 0.91 0.87 0.83 0.85 

Gradient Boosting 0.93 0.90 0.88 0.89 

 

Table 3: Comparative Model Performance under Real-Time Simulation 

Model Accuracy Precisio
n 

Recall F1-Score 

Logistic Regression 0.86 0.81 0.74 0.77 

Random Forest 0.89 0.85 0.81 0.83 

Gradient Boosting 0.92 0.89 0.86 0.88 

 

The results demonstrate that gradient boosting consistently outperformed alternative models in both historical and 
real-time settings. Its superior recall under streaming conditions indicates strong robustness to behavioral drift, 
which is essential for effective AML monitoring. Logistic regression, while highly interpretable, exhibited reduced 
sensitivity to rapid behavioral changes. The integration of SHAP-based explanations with large language model 
narratives proved effective in both static and real-time contexts, enabling compliance officers to understand not only 
what decision was made but also how recent customer behavior influenced the outcome.

Conclusion 

In this study, we presented an expanded explainable 
artificial intelligence framework for banking compliance 
that integrates structured machine learning models 
with large language models to support AML and KYC 
decision-making. The proposed approach addresses a 

critical challenge in modern financial systems by jointly 
optimizing predictive performance, explainability, and 
real-time responsiveness. 

The empirical findings demonstrate that ensemble-
based models, particularly gradient boosting, 
consistently outperform traditional linear approaches 
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across both historical and real-time simulation 
scenarios. The strong recall achieved under streaming 
conditions highlights the framework’s ability to detect 
high-risk behavioral patterns while maintaining 
stability in the presence of behavioral drift. Feature 
attribution methods combined with language-based 
explanations enable transparent and auditable decision 
support without sacrificing analytical rigor. 

This research contributes to the explainable AI 
literature by demonstrating how large language models 
can function as interpretive layers over structured risk 
models, translating complex analytical outputs into 
human-readable, regulator-aligned explanations. The 
proposed framework provides a scalable and resilient 
foundation for AI-driven compliance systems. Future 
research may extend this work by incorporating live 
transaction feeds, adaptive governance mechanisms, 
and cross-institutional learning to further enhance the 
effectiveness of confirmable and trustworthy banking 
compliance solutions. 
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